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**Abstract**

Support Vector Machines (SVMs) are widely used for classification due to their strong generalization capabilities, but they remain sensitive to outliers and noise, particularly near decision boundaries. To enhance robustness and better manage boundary uncertainty, we propose a robust extension of the Support Vector Machine (SVM) framework by integrating M-estimator-based loss functions with fuzzy membership values to enhance classification performance in the presence of noise and outliers. We reformulate the SVM in a flexible primal optimization framework that allows for the integration of non-convex loss functions, including Fair, Cauchy, Welsch, and Geman-McClure, are utilized within the fuzzy M-estimators to assign adaptive weights and suppress the influence of noisy or misclassified data. Our method is evaluated on benchmark datasets such as Arrhythmia, Madelon, WBC, and Ionosphere, with artificial noise introduced to assess robustness. Experimental results show that the proposed fuzzy M-estimator SVMs, particularly those using Cauchy and Welsch functions, achieve higher classification accuracy and robustness under noisy conditions compared to traditional L1 and L2-SVMs. This approach offers both theoretical robustness and practical flexibility for real-world noisy data environments.
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